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Prior Simulation 

Considering the disparity in cooperation rates between rich and poor residential partners in a 

repeated PDG, a prior simulation was conducted to estimate participants’ total rewards across 20 

rounds. The simulation aimed to determine the participants’ expected rewards as equally as 

possible across different patterns of partner selection. The proportion of participants choosing rich 

partners were set at 0%, 50%, or 100%, and the cooperation rates ranged from 30% to 100%. Based 

on the calculations, we determined potential partners’ (programmed bots) initial endowments 

between 600 and 800 points for rich bots and between 250 and 350 points for poor bots. The 

cooperation rates ranged from 25% to 45% for rich bots and 75% to 95% for poor bots. 

However, because of programming errors in the experiment, the initial endowments of 

the rich bots ranged from 500 to 700 points. Therefore, we ran the simulation using this setting. 

This modification changed the distribution of total rewards in association with partner selection 

patterns (see Figure S1). Table S1 shows the simulated results of the estimation of total rewards in 

both the actual experimental setting and the prior simulation setting. This means that the preference 

for cooperative poor bots is confounded by the rational choice of higher rewards. Simulation codes 

and results were deposited in the Open Science Framework 

(https://osf.io/xh25d/?view_only=e70b961283ff45e5ae553d65f8561d22).  
 

Table S1  

Results of simulations 

 Initial endowments of rich bots 

% of choice of 

rich bots as a partner 

Setting used in 

the actual experiment 

(ranging from 500 to 700 points) 

  

Setting used in 

the prior simulation 

(ranging from 600 to 800 points) 

M SD Min Max   M SD Min Max 

0% 93.9 19.8 38.8 153  93.8 19.9 34.0 150 

50% 76.9 20.7 20.5 144  90.1 12.9 42.2 142 

100% 60.2 9.57 19.7 98  86.3 10.2 38.5 134 

Note. We ran simulation 100,000 times and aggregated the results in each setting. 

 

https://osf.io/xh25d/?view_only=e70b961283ff45e5ae553d65f8561d22
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Figure S1 

Total rewards across 20 rounds in simulated PDG (100,000 times). Participants’ proportion of 

choice of rich partners was set as 0%, 50%, or 100%. 

 

 

    

    

    

    

    

          

                

 
 
 
 
   

                 

                     

                       

                     

    

    

    

    

    

          

                

 
 
 
 
   

                 

                     

                       

                     

(a) Setting used in the actual experiment (initial endowments of rich bots ranging from 500 to 700 points) 

(b) Setting used in the prior simulation (initial endowments of rich bots ranging from 600 to 800 points) 
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Descriptive statistics 

Trend in partner choice 

We applied proportion tests to compare preferences for poor over rich residential partners. 

Participants (rich residential players) in the visible condition (61.88%) were more likely to choose 

the cooperative poor residential partners across the 20 rounds than those in the invisible condition 

(45.96%), χ2 (1) = 109.39, p < .001. Cooperative poor residential partners were more likely to be 

selected as partners in Session 2 (60.97%) than in Session 1 (47.45%), χ2 (1) = 78.97, p < .001. 

Cooperativeness-based partner selection occurred under conditions of visible cooperativeness and 

with the provision of a petty favor system. 

 

Distribution of cooperation rates 
Figure S1 shows the distribution of cooperation rates across the 20 rounds of PDG. Table S2 shows 

the descriptive statistics of the average cooperation rates in the three-step decision-making process 

in Session 2. 
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Figure S2 

Frequency distributions of cooperation rates in PDG at each round (1–20). The x-axis represents 

the cooperation rates (0–1). Session 1 included the rounds 1 to 10, and Session 2 included the 

rounds 11 to 20. N = 216. 

 

 
 

 

16 17 18 19 20

11 12 13 14 15

6 7 8 9 10

1 2 3 4 5

0.00 0.25 0.50 0.75 1.000.00 0.25 0.50 0.75 1.000.00 0.25 0.50 0.75 1.000.00 0.25 0.50 0.75 1.000.00 0.25 0.50 0.75 1.00

0

20

40

60

0

20

40

60

0

20

40

60

0

20

40

60

Contribution ratio in each round (all data)

F
re

q
u
e

n
c
y



 6 

Table S2  

Frequency of choice and cooperation rates in three-step decision making process (N = 216). 

Partner  

choice 

Visibility of 

cooperativeness  

Petty favor Frequency 

(n) 

Cooperation rate  

Provision Type M SD 

Session 1       

Poor Invisible - (Donation) 210 0.503  0.264  

Poor Invisible - (Signaling) 193 0.438  0.250  

Poor Visible - (Donation) 291 0.461  0.230  

Poor Visible - (Signaling) 331 0.456  0.223  

Rich Invisible - (Donation) 300 0.496  0.309  

Rich Invisible - (Signaling) 337 0.414  0.298  

Rich Visible - (Donation) 279 0.450  0.261  

Rich Visible - (Signaling) 219 0.379  0.251  

Session 2       

Poor Invisible Provision Donation 223 0.560  0.279  

Poor Invisible Provision Signaling 187 0.480  0.246  

Poor Visible Provision Donation 257 0.513  0.216  

Poor Visible Provision Signaling 278 0.469  0.240  

Rich Invisible Provision Donation 83 0.346  0.268  

Rich Invisible Provision Signaling 89 0.436  0.316  

Rich Visible Provision Donation 54 0.447  0.251  

Rich Visible Provision Signaling 56 0.337  0.228  

Poor Invisible Hold Donation 65 0.428  0.203  

Poor Invisible Hold Signaling 78 0.325  0.195  

Poor Visible Hold Donation 119 0.331  0.187  

Poor Visible Hold Signaling 110 0.395  0.182  

Rich Invisible Hold Donation 139 0.246  0.214  

Rich Invisible Hold Signaling 176 0.207  0.202  

Rich Visible Hold Donation 140 0.293  0.194  

Rich Visible Hold Signaling 106 0.287  0.155  

 

Note. (Donation) and (Signaling) in Session 1 refer to the conditions in Session 2.  
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Bayesian modeling  

The data were analyzed using R 4.2.0 (R Core Team, 2022). We performed a Bayesian multinomial 

logistic regression model (four chains with 10,000 iterations, 5000 warm-ups, thin = 1, and 20,000 

post-warmup draws) using the brms package version 2.17.0 (Bürkner, 2017). The package fits 

Bayesian models using Stan (Carpenter et al., 2017). We report the following results based on the 

Bayesian analysis reporting guidelines (Kruschke, 2021). 

 

Model 1. Two-step decision-making process in Sessions 1 and 2 

To examine the effect of implementing petty favors, we fitted Bayesian multinomial logistic 

regression models to the visible and invisible conditions in Sessions 1 and 2 separately (see Models 

1a-1d). The dependent variable was the occurrence of the six two-step decision-making strategies 

(H-poor, M-poor, L-poor, H-rich, M-rich, and L-rich). We used weakly informative priors, relying 

on the default priors set by the brms package (intercepts for dummy variables: Student’s t 

distribution with df = 3, M = 0, and SD = 2.5; and other parameters shown as b: uniform 

distributions). Prior distribution settings and Stan codes are available at 

https://osf.io/xh25d/?view_only=e70b961283ff45e5ae553d65f8561d22. The model formula is: 

 

 
 

Table S3 presents the parameter estimates for four models (Models 1a-1d). The calculated values 

based on the combinations of the parameter estimates in each condition are presented in Figure 1 

in the main text (showing the preferences for each strategy under visible cooperativeness). All 

participants were allocated to the rich group. 

We performed general Markov Chain Monte Carlo (MCMC) diagnostics based on model 

fitting. All R-hat values were below 1.05, indicating good convergence (Figures S3, S5, S7 and 

S9). All values of Neff/N were above 0.1, suggesting an effective sample size (Figures S4, S6, S8 

and S10).  

 

# Bayesian multinominal logistic regression model 
Mod_visible <- (brm(y|trials(size) ~ 1, 

family = multinomial(), 
seed = 1234, 
chains = 4, 
iter = 10000, 
data = session1_average_visible [session1_average_invisible], 
[session2_average_visible], [session2_average_invisible]) 

https://osf.io/xh25d/?view_only=e70b961283ff45e5ae553d65f8561d22
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Table S3 

Parameter estimates in two-step decision-making process in Sessions 1 and 2. 

Parameter Estimate Posterior SD 95% CI 

Visible condition (N = 112)    

Model 1-a    

Session 1 (M-poor vs H-poor) 0.95 0.1 [0.75, 1.14] 

Session 1 (L-poor vs H-poor) -0.18 0.13 [-0.43, 0.06] 

Session 1 (H-rich vs H-poor) -0.38 0.13 [-0.64, -0.12] 

Session 1 (M-rich vs H-poor) 0.56 0.11 [0.35, 0.77] 

Session 1 (L-rich vs H-poor) 0.09 0.12 [-0.14, 0.33] 

Model 1-b    

Session 2 (M-poor vs H-poor) 0.08 0.08 [-0.08, 0.24] 

Session 2 (L-poor vs H-poor) -0.45 0.1 [-0.64, -0.26] 

Session 2 (H-rich vs H-poor) -1.88 0.16 [-2.21, -1.56] 

Session 2 (M-rich vs H-poor) -0.61 0.1 [-0.81, -0.42] 

Session 2 (L-rich vs H-poor) -0.55 0.1 [-0.75, -0.36] 

Invisible condition (N = 104)    

Model1-c    

Session 1 (M-poor vs H-poor) 0.68 0.28 [0.45, 0.92] 

Session 1 (L-poor vs H-poor) -0.09 0.39 [-0.37, 0.19] 

Session 1 (H-rich vs H-poor) 0.58 0.21 [0.34, 0.82] 

Session 1 (M-rich vs H-poor) 0.93 0.25 [0.71, 1.16] 

Session 1 (L-rich vs H-poor) 0.60 0.43 [0.37, 0.84] 

Model 1-d    

Session 2 (M-poor vs H-poor) -0.23  0.10  [-0.42, -0.05] 

Session 2 (L-poor vs H-poor) -0.66  0.11  [-0.87, -0.44] 

Session 2 (H-rich vs H-poor) -1.26  0.14  [-1.53, -1.00] 

Session 2 (M-rich vs H-poor) -0.43  0.10  [-0.64, -0.23] 

Session 2 (L-rich vs H-poor) 0.10  0.09  [-0.07, 0.27] 

 

Note. CI = credible interval. The Bayesian multinomial regression model was estimated with a 

logit link that included four chains (5000 warm-up and 10,000 iterations in each chain). Based 

on partner selection (rich vs. poor) and cooperation rates (high [H] vs. medium [M] vs. low [L]), 

participants’ behavioral patterns were categorized into six types. The H-poor strategy (choosing 

a poor residential player as a partner and with a high-level cooperation rate) serves as a baseline 

for comparison with the other strategies. Boldface indicates estimates for which the 95% CI did 

not overlap zero. 
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Figure S3 

Model 1-a: MCMC diagnostics for R-hat convergence statistics in the visible cooperativeness 

condition of Session 1 (N = 112). 

 

 
 

 

        

 
 

 
 
     

 
 
    

 
 
    



 

Figure S4 

Model 1-a: MCMC diagnostics for effective sample size statistic in the visible cooperativeness 

condition of Session 1 (N = 112). 

 

 

 

                

     

         

         

         



 

Figure S5 

Model 1-b: MCMC diagnostics for R-hat convergence statistics in the visible cooperativeness 

condition of Session 2 (N = 112). 

 

 

 

 

        

 
 

 
 
     

 
 
    

 
 
    



 

Figure S6 

Model 1-b: MCMC diagnostics for effective sample size statistic in the visible cooperativeness 

condition of Session 2 (N = 112). 

 

 

 

 

                

     

         

         

         



 

Figure S7 

Model 1-c: MCMC diagnostics for R-hat convergence statistics in the invisible cooperativeness 

condition of Session 1 (N = 104). 

 

 
 

 

        

 
 

 
 
     

 
 
    

 
 
    



 

Figure S8 

Model 1-c: MCMC diagnostics for effective sample size statistics in the invisible cooperativeness 

condition of Session 1 (N = 104). 

 

 

                

     

         

         

         



 

Figure S9 

Model 1-d: MCMC diagnostics for R-hat convergence statistics in the invisible cooperativeness 

condition of Session 2 (N = 104). 

 

 

        

 
 

 
 
     

 
 
    

 
 
    



 

Figure S10 

Model 1-d: MCMC diagnostics for effective sample size statistics in the invisible cooperativeness 

condition of Session 2 (N = 104). 

 

 

                

     

         

         

         



 

Model 2. Three-step decision-making process in Session 2 

A Bayesian multinomial logistic regression model was fitted to examine the three-step decision-

making process (partner choice, provision of petty favors, and cooperation rates to PDG) in Session 

2. The settings for the priors in Model 2 were the same as those in Model 1. The model formula is: 

 

Table S4 presents the parameter estimates. The calculated values based on the parameter estimates 

for each condition are presented in Figure 2 in the main text. We performed general Markov Chain 

Monte Carlo (MCMC) diagnostics based on these estimates. All the R-hat values were below 1.05, 

indicating good convergence (Figure S11). All values of Neff/N were above 0.1, suggesting an 

effective sample size (Figure S12).  

# Bayesian multinominal logistic regression model 

mod3 <- brm(y2|trials(size) ~ 1, 

       family = multinomial(), 

       seed = 1234, 

       chains = 4, 

       iter = 10000, 

       data = dat_s2) 
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Table S4 

Parameter estimates in three-step decision making process in Session 2 (N = 216). 

Parameter Estimate Posterior SD 95%CI 

Provision-M-Poor vs Provision-H-poor -0.46 0.08 [-0.61, -0.32] 

Provision-L-Poor vs Provision-H-poor -0.92 0.09 [-1.09, -0.75] 

Provision-H-Rich vs Provision-H-poor -1.74 0.12 [-1.97, -1.51] 

Provision-M-Rich vs Provision-H-poor -1.66 0.12 [-1.9, -1.44] 

Provision-L-Rich vs Provision-H-poor -1.42 0.1 [-1.63, -1.22] 

Hold-H-Poor vs Provision-H-poor -2.17 0.14 [-2.46, -1.9] 

Hold-M-Poor vs Provision-H-poor -0.83 0.08 [-1.00, -0.67] 

Hold-L-Poor vs Provision-H-poor -1.38 0.1 [-1.59, -1.18] 

Hold-H-Rich vs Provision-H-poor -2.77 0.19 [-3.16, -2.42] 

Hold-M-Rich vs Provision-H-poor -0.75 0.08 [-0.91, -0.59] 

Hold-L-Rich vs Provision-H-poor -0.40 0.07 [-0.54, -0.25] 

Note. CI = credible interval. The Bayesian multinomial regression model was estimated with a logit 

link that included four chains (5000 warm-up and 10,000 iterations in each chain). Combining 

participants’ cooperation rates (high [H] vs. medium [M] vs. low [L]) with partner selection (rich 

vs. poor) and provision of petty favors (provision vs. hold), all behavioral patterns were categorized 

into 12 types. The Provision-H-poor strategy (choosing a poor partner and providing a petty favor 

along with a high-level cooperation rate) in the invisible condition served as the baseline in the 

comparisons across the 12 strategies. Boldface indicates estimates for which the 95% CI did not 

overlap zero. 

 



 

Figure S11 

MCMC diagnostics for R-hat convergence statistics for Model 2. 

 

 

        

 
 

 
 
     

 
 
    

 
 
    



 

Figure S12 

MCMC diagnostics for effective sample size statistics for Model 2. 
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Experimental materials 
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Cooperativeness visibility: Invisible condition 

 

Cooperativeness visibility: Visible condition 
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Repeated 10 rounds for Session 1 
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Cooperativeness visibility: Invisible condition 

 

 
 

Cooperativeness visibility: Visible condition 
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ペアの相手は、あなたがどちらのオプションを選択したかを知ることはありません。 

もし 50 ポイントを渡す場合、ペアの相手には、このラウンドではボーナスポイント

が与えられると伝えられます。 

Donation condition 

Signaling condition 
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